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- Contrastive linguistics and micro-variation

The role of dialectology

Cecilia Poletto
Goethe University, Frankfurt am Main (Germany)

This article deals with a very general problem, namely the origin of the well-
known distinction between dialectal and typological variation. It is argued that
the fact that the possible grammatical choices are more restricted within a dialec-
tal domain is not due to a supposed principled difference in the parameters that
rule variation. Rather, they are a function of the originally unitary lexicon dia~
lects share. If language variation is essentially located in the functional items, and
they are derived from the same lexicon, then they will share some core properties
that make dialectal variation so restricted. I propose that the fact that the lexicon
is similar can give us clues about the internal structure of syntactically complex
elements which are represented by a single word, like quantifiers, wh-items,
modal verbs, etc. Within a homogenous domain, structural complexity correlates
with a higher number of lexical roots: the higher the number of the lexical roots
found, the more complex internal structure the functional item will display.

Keywords: romance syntax, dialectology, lexical variation, grammaticalization

1. Introduction

The problem I intend to address in this work has to do with the claimed indepen-
dence of dialectology with respect to contrastive linguistic research in general.
Since the first attempts to use dialectal data as an empirical basis for theoretical
syntactic work! there has been a whole current of studies which assume that mi-
cro-comparative research cannot be captured on the basis of the old Government -
and Binding standard notion of parameter, but that some other mechanism must
be involved and be held responsible for the peculiar more subtle type of variation
found when investigating dialects (see among others Poletto, 2000; Manzini and
Savoia, 2011). This assumption entails a number of consequences that have not,
to my knowledge, been spelled out and that T will discuss here. The first is that



dialectological work should in principle be qualitatively different from contrastive
work conducted on the basis of genetically totally unrelated languages or even

between languages which belong to the same family but are not so strictly related. -

But is this really so? Does dialectal variation really differ from typological varia-
tion in a qualitative way? And if so, what is the reason for the difference(s) we ob-
serve? I will try to answer this question with respect to syntactic phenomena only.
It might turn out that for other fields of grammar the answer is different, but for
the moment I limit the empirical domain of research to syntactic data.

A second consequence of the above-mentioned assumption is that dialectol-
ogy should be entitled to have its own methods of investigation, which aim at
highlighting the more fine-grained type of variation found among related dialects.
‘Within the research community working on syntactic facts, this has brought about
the conception of several enterprises which only partly resemble the old basic tool
of a linguistic atlas, as they are mainly in the form of data bases freely available on
the web (see among others the ASIt project based in Padua, the SAND project at
the Meerstens Instituut in Amsterdam and the Scandiasyn project based in Trom-
soe). The issue of how to gather, classify and retrieve a considerable amount of syn-
tactic data coming from non-linguist informants has become an explicit research
question, which has led to acknowledging that a standard has to be set as to the
empirical methodology (see Cornips and Poletto (2004) for an explicit discussion
of field methods), ranging from the choice of informants to the type of tests used
for different stages of the field work and to the tagging of the data, including also
the possibility of a general European platform for questioning several of these data
bases at the same time and with the same interface.

Attention to the methods of empirical research is a relatively new issue in the
generative domain, which has often contented itself with an empirical basis drawn
directly from the competence of the author and maybe some other linguists. The
reason for this is that dialectological research has as one of its strong points the
fact that we can build more solid empirical generalizations basing our observation
on a wide set of closely related languages. For instance, Kayne (1996) explicitly
claims that investigating dialects is the kind of empirical research that most closely
resembles a scientific experiment, where the majority of the variables is controlled
and only one factor varies. Therefore, we can state that dialectological research
is at the moment developing a new standard in the gathering and treatment of
data, which only partly resembles the standard created by closely related fields of
investigation as language acquisition or psycho-linguistics. However, this does not
yet mean that micro-comparative research is in itself a different discipline or that
micro-variation is qualitatively different from macro-variation.

It is important to stress from the very beginning that the peculiar type of lin-
guistic variation found across dialects discussed here, which I dub ‘leopard spots,

borrowing the terminology from traditional etymological studies on Italian dia-
lects, cannot possibly be explained away as facts pertaining to language contact,
migration or mobility between dialects, as it is highly improbable that, to make
an example, the dialect of Semogo, a village in Northern Lombardy, has had any
influence on the Emilian dialect of Ferrara, as the two varieties are not in .contact,
speakers use the standard Italian variety when they are in a .4iﬁerent region, and
there is no relevant immigration between the two communities. The same argu-
ment can be replicated for the vast majority of the dialects presented here, and
recent work by Christine Lamarre on entirely different dialects, as the Mandarin
varieties in Northern China, has shown exactly the same leopard spots distribu-
tion found in Italian dialects. The argument presented here is precisely that the
same type of syntactic developments is found among dialects that are not close to
each other and for functional elements, which, as is well known, are rather difficult
to borrow, contrary to lexical words. ,

Notice furthermore that the reasoning presented here is valid even in case of
sociolinguistic variation within a community, as it is based on the sheer existence
of the relevant forms for functional items in a given dialect, not on the usage, in-
terpretation or distribution.

In what follows I will first show (Section 2) that at first sight there seems to be
no real qualitative difference between these two types of variation, but that there is
actually only a quantitative difference, though a massive one, in the way variation
spreads in what looks like a more homogenous set of languages.

In Section 3, I will provide a possible answer to the type of distinctions which
are actually found between micro and macro-comparative syntax and propose
that the responsible factor for the clustering of similar dialects in one spectrum of
the possible variation range is the (functional) lexicon, which has similar proper-
ties in similar dialects.

In Section 4, I will discuss some implications of this apparently trivial obser-
vation and take into account what this could mean for the general theory of lan-
guage variation.?

The empirical field which I will draw examples from are the Romance dia-
lects spoken on the Italian territory and in the Italian-speaking part of Switzerland
(including varieties that have the status of minority languages), and will leave the
extension of these observations to other language groups for future research.

2. Micro-comparative and macro-comparative variation compared

The linguistic ‘distance’ among dialects has been object of investigation since dia-
lectology exists, a whole discipline — dialectometry* — aims at determining how
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distant two linguistic systems are in terms of objective linguistic measures drawn
from a set of lexical, phonological and morphological features. A well-known ex-
ample of this approach is Pellegrini’s ( 1977) map of Italian dialects, where the
distinctions among dialects are encoded in terms of colours and are based on an
arbitrary set of 30 measures including lexical, phonological and morphological
features. One might ask what the relevance is with respect to the proximity of the
internal languages that have these dialects as output, are they really more similar
than, say Italian and French, or Italian and Chinese? At a first naive look, everyone
would say that they are, but one interesting observation that comes from com-
paring measures concerning the linguistic system and the lexicon is that there is
an astonishing convergence between the two components: dialects that are more
similar in terms of lexicon are also more similar in their phonological and mor-
phological system.’ This convergence must be far from accidental.

2.1 Subject agreement

Although any dialectologist (as well as any typologist) has the impression that you
can never find the same degree of variation in dialectology as found in typology,
proving or disproving this first impressionistic belief is actually extremely difficult.

For instance, Van Koppen (2011) has shown that if we concentrate on just one
syntactic phenomenon and investigate the range of variation that can be found
across Dutch dialects, this turns out to be similar to the one we can find across a
typological research: the phenomenon she discusses is the expression of the sub-
ject.® She notes that across typological work we can find the same four types of
subject realizations that we find looking at different Dutch dialects:”

a.  no subject pronoun necessary (pro drop languages like standard Italian)

b. a full pronoun or a NP necessary (non pro drop languages like English or
standard Dutch)

c¢. areduced pronoun necessary (“intermediate cases” like Dutch dialects)

d. doubling: when a NP is present a (reduced) pronoun also is (like a subset of
Dutch dialects)

She concludes that the range of variation is in principle not different across dia-

lects from what is found in typological research.

The same experiment can be replicated for Italian dialects: taking the possible
variation range concerning the distribution of the subject, we find exactly the four
possibilities provided above. Southern Italian dialects are generally pro-drop, as
no subject is necessary, as shown in (1).

(1) Vole cu bbene (Salentino)
Wants thatcomes
“He wants to come”

Friulian dialects have a system where six pronouns out of six are obligatory:

(2) a. ImangiS.
deict. scL eat (I)
“I eat”
b. Iti mangis
deict. scL scL eat (you)
“You eat”

Michele al T. (Frialian)

c. Almangia
deict. scL scL eat (he)
“He eats”

d. Imangin
deict. scL eat (we)
“We eat”

e. Imangé
deict. scL eat (you)
“You eat”

f. A mangin
deict. scL eat (they)
“They eat”

“The third case is exemplified by several Northern Italian dialects, where subject

clitics are necessary only for some persons or for all depending on the dialect:

(3) a. *(El) vien (Venetian)
(he) comes
b.  Vegno
(I) come

The last type is found in other Northern Italian dialects where a subject clitic is
obligatory even when a DP subject is already present, a phenomenon which has
been dubbed ‘redetermination of subject agreement’ by traditional dialectologists:

(4) La Maria *(la) vien ) (Trentino)
The Mary (she) comes

Several other phenomena display the same wide spectrum of variation, which
shows that there is no principled reason why dialectal variation should be different
from typological variation. If one looks close enough, it is possible to find syntactic
phenomena that are typical of typological variation, though they are quantitatively
very rare.



In what follows, I will first make the same point as van Koppen (2011) and
consider some of the typical claims made about variation within the Romance do-
main and show that the space of a priori possible syntactic variability found across
dialects is actually the same that can be found across distant languages, though
some ‘types’ are extremely rare.8 Again, I make no claims on phonology, hence
types of variation like tone marking of the subject are not taken into account. In
the following, I will also try to go a bit further and find a reason for the rarity of
some structures in micro-variation.

2.2 OV sentences

The first feature to be discussed is one of the typical syntactic properties that are
always cited when talking about the property of ‘stability;, i.e. the fact that no Ro-
mance variety is nowadays an OV language, though Latin was (see Renzi, 1986
and Oniga, 2004 on this). However, if we consider the possibility of OV orders
in modern Romance, we can find several examples of OV even leaving aside the
OV orders obtained through clitic or quantifier movement already discussed in
Kayne (1975). One of these cases is Friulian, which tolerates some limited cases of

OV with DP objects (and crucially obligatory past participle agreement with the
object).’ :

(5) a. Oai Iis sigaretis desmenteadis

I have the cigarettes+FEM.PL forgotten+FEM.PL
“T have forgotten the cigarettes”

b. O aidesmenteadis lis sigaretis
Ihave forgotten+FEM.PL the
“I have forgotten the cigarettes”

¢. O aidesmenteadis/desmenteat lis sigaretis
Thave forgotten-aGRthe  cigarettes+FEM.pLI0
“Thave forgotten the cigarettes”

d. *Oai Iis sigaretis

cigarettes+FEM.PL

desmenteat
I have the cigarettes+FEM.PL forgotten-AGr
“T have forgotten the cigarettes”

The fact that informants find (5d) impossible attests that the construction is by
no means ‘frozen’ (whatever this might mean), but that it is part of the linguistic
system and integrated into the agreement patterns of the past participle. Therefore,
although it seems generally true that no Romance dialect is an OV language in the
sense languages like Japanese (or even German) are, OV orders are possible with
regular DP objects, not only dlitics or quantifiers.

- it = P )

2.3 Agglutinative morphology

Another typical claim about dialects is that they have more or less the same type of
morphology: all Romance dialects do not have agglutinative morphology, but dis-
play morphology which belongs to the flexive type. For instance, no Italian dialect
has the morphological makeup of a language like, say, Turkish.

(6) oku- ya- ma- yabil-ir- im
read Abil NEG Abil Aor 1sG
“I might be unable to read; It is possible that I shall be unable to read”

Turkish displays two clear modal morphemes, while Italian dialects generally nev-
er display a clearly separable morpheme which only encodes modality. The inflec-
tional morpheme encodes modality, tense and (in some cases) person agreement
fused in a single non-analyzable element. Nevertheless, even in this case there are

‘some sporadic cases of what actually looks like agglutinative forms adjoined to the

right of the ‘usual’ inflectional morphology (Beninca, 1996), and has indeed been
analyzed as such: Beninca shows that a mood morpheme for subjunctive etymo-
logically derived from the adverb bene ‘well’ is used in several Northern Lombard
and Veneto dialects. What looks striking is that the modal morpheme is aggluti-
nated after the subject agreement marker, a very unusual case in Romance, where
the subject agreement marker generally ‘closes up’ the word.

(7) a. Son (I am prES. ind.)
b. Son-be (I be PRES. Subjunctive)
c. Sie-be (you be PRESs. Subjunctive)

Again, the general claim that Italian (and Romance) dialects do not possess ag-
glutinative morphology is falsified by what are clearly minority choices in the Ro-
mance area, but still exist as a possibility. This means that the processes that lead
to an OV grammar or to an agglutinative language are not blocked per se, they are
simply ‘rarer; i.e. the problem of dialectal variation looks more like a quantitative
problem. A modern theory of grammar as an ‘optimal’ construct does not leave
space for percentages or quantitative phenomena, although we cannot ignore facts
about the distribution of ‘rare’ phenomena. On the one hand, we have to express
the fact that in principle the range of variation of closely related dialects is similar
to the one of distant languages; on the other hand, we have to express the fact
that all related dialects ‘tend to converge’ towards similar grammars. One further
astonishing property of dialectal variation is that even diachronic development is
similar within a dialectal area (as we will see below) and proceeds along similar

lines for a long time even when dialects are subject to the influence of different

standard languages.
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Summing up, we are faced with three problems: the first one is that micro-
 variation, being so fine-grained, seems to fall outside the pattern of usual research
and cannot be captured by the standard tools we use in accounting for language
diversity in general. The second one has to do with the way variation is distributed
across dialects: although they tend to cluster towards very similar grammars, there
are still cases that show that there is no a priori principled reason that excluded the
same type of variants found in typological variation. The third is that there seems
to be a sort of very long ‘drift’ as similar dialects tend to develop the same type of
properties, which are often not shared by the standard language, so that they can-
not be attributed to language contact (at least not with the standard).
In a sense, we are facing a paradox, as what is surprising in dialectology is not
what changes, but what remains constant, though the range of ‘possible; even if rare,
variation across dialects is virtually identical to the one found across languages.

3. On the peculiarity of micro-variation
3.1 Theories on variation

Although in the recent minimalist framework the ‘theoretical space’ is severely
limited by the assumption that all languages are constrained by the same requisite
to be optimal with respect to the interfaces, there are at least two opposite views
that have been suggested to provide a theoretical status to the phenomenon of
linguistic variation: the first one has been originally proposed by Mark Baker in
his 1997 book, where he tries to derive ‘big’ typological distinctions (like incor-
porating languages) from macro-parameters and leaving ‘smaller’ distinctions to
micro-parameters, whose value only becomes relevant if a particular setting of the
overarching macro-parameter has been chosen. More recently Longobardi’s work
has also taken this direction, as he develops a theory where certain parameter set-
tings depend on others, arguing for the existence of clusters of parameters.

The opposite view is represented by Kayne’s work (see, among others, Kayne,
1996, 2004), and work done by many other linguists, like Ri

zzi and Cinque and the
so-called ‘cartographic school’

They assume that macro-parameters and micro-
parameters are qualitatively alike, as they descend from settings related to the lexi-
cal items that realize functional Projections, only the quantity of different settings
is dramatically different, because the number of functional projections is not lim-
ited to the standard CP-TP vP-VP layering of the minimalist program.!!

The facts that we have discussed above point towards the second hypothesis: it
seems that the potential range of variation found across dialects is the same found
in typological work, so there are no ‘macro-parameters’ that are set for all dialects,
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although the majority of dialects are indeed very close from the point of view of
the parametric choices they make, though not always. ' '

We are thus left with the uncomfortable problem of having to embed an (im-
precise) statistical concept, namely ‘rarity’ into our theory of language.variation. I
will propose that the reason why the majority of historically related dialects l.lav‘e
very similar grammars depends on the fact that they generall-y have a very .51m1-
lar lexicon: if language variation is determined by a change in the proper‘fles. of
lexical items expressing functional projections, then dialects that have a similar
lexicon will also have similar morpho-syntactic properties. Thus., the answer' to
our problem is rather trivial; however, its consequences are nf)t. Given that Italian
dialects have inherited the majority of their lexicon from Latin, they clearly share
a common core, but this common core must have remained pretty staP?e a?ross
two thousand years. The problem does not seem to simply involve stability: if we
look at functional words across time, ie. to grammaticalization processes, how
come several dialects have evolved in exactly the same direction? As the tl.leory of
grammaticalization looks precisely at what changes but also at what rerFalns con-
stant throughout time when the process applies, it is just what we need in order to
understand the phenomenon of dialectal variation. .

I'will adopt here again the term ‘leopard spots’ typical of traditional Roman.ce
dialectological work to define the peculiar type of variation found among 'dla-
lects. What is meant is that the distribution of a given feature (be it phonol.oglcal,
morphological or lexical) is scattered in a non-homogeneous way across dialects,
i.e. it does not extend over a whole geographical area, but appears here and there
in different spots, although the neighbouring dialects do not display it. It is very
interesting to observe how variation distributes across a relative~ly h.()mogeneous
domain (as a group of related dialects clearly is), since the distrlbutlonal. patter.n
can tell us a lot about the way a given change proceeds and the features it is se'nsil—
tive to. As already noted in the introduction, the geographical and sociolinguistic
situation of Northern Italy is not such that we can attribute the data I present be-
low to migration or to language contact.

3.2 Leopard spots and interrogative clauses

In what follows I will exemplify how variation distributes across neighbouring
dialects looking at the different structures we can find in main inter_rogativ‘e sen-
tences: we know from written sources that all medieval Northern Italian dialects
consistently had subject inversion and that subject clitic inversion has been pre-
served in main interrogative sentences in a way that is similar to standard French,
and that is still the regular way to build main interrogatives in several dial,ects. I
will use as an example the translation of a sentence like “What is he doing?”:!2
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(8) Cossa fa-lo?

(Paduan)
What does he?

This possibility is still attested only in some but not all dialects. Many of them have

developed alternative strategies to subject clitic inversion, one of which is cleft
clauses:

(9) Dove zeche el va?
Where is that he goes?
“Where is he going?”

(Venetian)

The second strategy found across the domain is the one that realizes a comple-

mentizer after the wh-item not only in embedded but also in main interrogatives:

(10) Cossa che el fa?

(Portogruaro)
What that he does?

Other dialects display an in-situ strategy (which is in the majority of cases only
available in main but not in embedded interrogatives):

(11) Fa-lo che?
Does he what?

Looking at a map, we see that all these dialects belong to the same Veneto area, but

if we move, say from Veneto to Piedmont, we see that the type of variation is essen-
tially the same: so we do not find for example an Eastern area (Veneto) which has
developed an interrogative strategy different from the Western area (Piedmont)
but the same type of scattered variation which ranges over at least four differ-
ent constructions is found in both East and West. This is notably the same type
of variation found in non-standard French varieties (see among others Elsig and
Poplack, 2006 for an overview of the distribution of the construction in French).
On the other hand, it is surprising to see how uniform the direction of the
change is: dialects of the whole area are abandoning the ‘traditional’ strategy of
subject clitic inversion although they choose different ways for doing so. Notice
that this cannot be attributed to the influence of standard Italian, as standard Ital-
ian does not display any of these constructions. It is rather the opposite, as Lom-
bard speakers, who use cleft constructions very frequently, also use it in standard
Italian in contexts where it is not allowed or necessary in standard Italian. The
change cannot be attributed to influence of French, as French does not have any in
the Italian domain. Therefore, we have to state that the diachronic drift is autono-
mous, and manifests itself uniformly in all Northern Italian dialects in the loss of

subject clitic inversion and non-uniformly in the way the old strategy is being sub-

stituted. Leopard spots variation describes exactly this non-uniform substitution.

(Bellunese)

B

This long drift in the change process shows that dialects do not simply fo?-
low the pressure of the standard language when they change. MOI‘EOYCI‘, that is
astonishing here is the clear correspondence between Northern Italian dialects
and French, which cannot be due to any recent influence, but evidently to very
long-lasting properties which made these two domains different from the rest. of
the Romance world already in the middle ages (see Vanelli et al., 1985 on j(hls).
One might ask how properties determining the change can last so long, z?m-i in the
view of the brief discussion about the role of the lexicon in language Varlfmon, we
could propose that the correspondence we see here is due to the proper.tles of the
functional lexicon: lexical items that become grammaticalized maintain at least
some of their original properties, and this drives the diachronic cli‘ne as m}lch
as the general conditions on (semantic, phonological and syntactic) 1mp0\{erlsh—
ment, as formulated by the standard grammaticalization theory and that this per-

sistence is responsible for long-lasting drifts like the one discussed here. Therefore,

what we should investigate in dialectal variation is the pertinacity of very be'tsic
properties of elements which become functional, not only the features each lex1.cal
item progressively loses during the process. The reason why all Northern Itah?n
dialects are losing subject clitic inversion and are developing the three strategies
noted above on a par with French is ultimately that the original properties of func-
tional elements (like the complementizer, the copula of clefts and interrogative
pronouns) restrict the possible output structures a given element can en‘ter. This
is the reason why dialects are all so similar and why we find the so-called ‘leopard
spots’ distribution, where the same set of constructions is distributed in an uneven
way over a whole territory.

4. Clustering variation

A second property which emerges very clearly from dialectal variation is that it
clusters around some grammatical areas or lexical items but not others. In what
follows I will provide three examples of clusters concerning functional itergs:
modal verbs, quantifiers and wh-words. I will propose that the reason why this is
so has to do with the level of internal syntactic complexity a given item displays.

4.1 Modal verbs

Among modal verbs we see an interesting split among the modal verb repre-
senting ‘will, want’ and the modal verb representing ‘need” in the sense o.f a pure
necessity. In what follows I will present examples of the two verbs showing that
the modal verb of volition is rather stable and does not vary much in the overall



majority of dialects, while the necessity verb uses a varieties of lexical forms which
make several different constructions possible. Virtually all Italian dialects inves-
tigated in the ASIt project (except for Sardinian) display the same word meaning
‘will/want, which is derived from Latin volo and has adapted to the phonological
changes that have happened in the different dialects, though the etymological root
has remained the same.13 :

The ASIt data base represents an essential tool to check this fact: in what fol-
lows I simply provide a list of dialects from different areas of the Northern part

of Italy, which all display the same etymological root. I take here the third person
singular of the present indicative as an example:

The form vol is found in the following dialects, among others: Albosaggia (Ligu-
rian), Aldeno (Trentino), Bologna, Borgofranco d’Ivrea (Piedmont), Casalmag-
giore (Lombard), Farra di Soligo (Veneto).

The form vo is found in Alassio, Calizzano (Ligurian), Comano (Northern Tuscan).
The form vole in the whole central Veneto area and Florence.

The form vor is found in the Piedmont and Lombard areas (for instance in the
dialects of Lecco (Lombard), Livorno Ferraris (Piedmont)).

Other dialects present forms that have been eroded in different ways, like ul (Re-

manzacco, Friulian) or o found in the Liguria dialects of Favale di Malvaro, Arzeno. .

The list could be much longer; however, in all cases the form can be reduced to
the same Latin etymology. If we take into account the verb indicating necessity, we
observe a variation of different verbs that are used in order to express this mean-
ings (see Beninca and Poletto, 1994 for a syntactic analysis of the impersonal form
bisogna ‘need’ and its cognates, which shows that this verb is indeed different from
other modal verbs like volere ‘want/will’ potere ‘can’ and dovere ‘must’).

I provide here some examples of the various etymological types: the first type
corresponds to the standard Italian one bisogna (etymologically and probably also
syntactically related to the noun bisogno) and is found scattered in the whole of

Northern Italy. Here I provide the forms for some of the dialects where the form
occurs:

Aldeno (Trentino), Altavilla Vicentina (Veneto) bisogna, Bologna (Emilian), bisa-
gna, Alassio (Ligurian), Albosaggia (Lombard) besogna, Cairo Montenotte (Ligu-
rian/Piedmont) zogna, Cicagna (Ligurian), Monno (eastern Lombard) mia.

The second type is the one also found in Italian, and uses forms of the verb toccare
‘to touch; found for instance in:

Aquileia (Friulian) focia, Carrara (Tuscan) al toc, Cimolais (Friulian) a toscia,
Cordenons (Friulian) al tocia, Novi Ligure (Piedmont) u tuca, Poirino (Piedmont)
antuca.

A third form comes from Latin convenit and is found (among other places) in:

Livorno Ferraris (Piedmont), Torino (Piedmont) a venta, Campitello di Fassa (La-
din) se con, Cencenighe (Northern Veneto) cognon, Falcade (Northern V.en.eto)
ne cognon, Rocca Pietore (Ladin) el cognon, S. Michele al Tagliamento (Friulian)
scuin, Rodoretto (Provengal) ento.

Another form, corresponding to the impersonal form ci vuole! in standard Italian
is the one found in:

Farra di Soligo (Veneto) ghe vol, Trieste (Colonial Venetian) ghe vol, Milano
(Lombard) ghe vor.!>

Another type corresponds to aver da ‘have to, and is found in:

Semogo (Northern Lombard) eres de, Valfurva (Northern Lombard) ares da, Villa
di Tirano (Northern Lombard) aris da, Frontale di Sondalo (Northern Lombard)
s'a da, Calcinate (Lombard) an ga de, Ferrara (Emilian) al gh’¢ da, Bologna (Emil-
ian) avan da.

A borrowing from German is also found, though only in the Ladin varieties in
contact with German dialects (and with the standard):

Laste (Ladin) el moza, Selva di Val Gardena (Ladin) messon, Corvara (Ladin) an
mess.

We can conclude that the verb corresponding to ‘it is necessary’ uses a variety of
forms (some of them impersonal, others construed with a subject clitic), while the
volitional verb is extremely stable. Moreover, the type of scattering we find across
the whole area is also worth noting.

4.2 Quantifiers

The same dichotomy observed for modal verbs between very stable roots and Trerbs
that display several different realizations is found within the domain of quant1ﬁer§:
all dialects have the same lexical element meaning ‘all, everything] though adapted
to the phonology of the language. I provide here some examples from the whole area:

tuty Alassio (Ligurian),

tut Bondeno (Romagnol), Aldeno (Trentino), Malonno (Eastern Lombard), Cu-
neo (Western Piedmont),



-_—

tot Cesena (Emilian), Lecco (Western Lombard),
tuto Vicenza (Veneto),

fout Rodoretto (Provencal),

dut S. Michele (Friulian).

On the contrary, the quantifier ‘much’ varies alot: again we find several types. The

first one is formed by fanto ‘much’ and its compound forms:

A?assio (Ligurian) tantu, Andreis (Friulian) mitant, Altare (Ligurian) atant,
Cimolais (Friulian) betant, Erto (Friulian) matant.

- The second type is formed by the adverb bene ‘well’ and its compounds:

R(?doretto (Provengal) bien, Livorno Ferraris (Lower Piedmont) motoben,
(Piedmont) motobin, Vallecrosia (Ligurian) benben,
Lombard) bege.

Poirino
Sondalo, Grosio (Northern

The third type corresponds to an indefinite deter

ird type cor miner (sometimes followed by
the adjective ‘nice’) and a noun of quantity: '

A.Ibosaggia Bormio (Lombard) un bel po’, Lecco (Lombard) un bel
gia (Veneto) mondo, Carpi (Emilian) dimondi, Forli (Romagnol)
(Romagnol) una masa, S. Michele (Friulian) una vorq.

pitt, Chiog-
namasa, Cesena

Other less common types are the following ones:

Campitello di Fassa (Ladin) muie, Lonato (Eastern Lombard),
fes (‘thick), La Spezia (Ligurian),
assé (‘very’), Ferrara (Romagnol),
puras (‘also + very’), Corvara (Ladin),
trop (‘too much’), Monno (Eastern Lombard),
gran (‘big’) Casarza (Ligurian),
dubely (‘of + beautiful’).
Again we can state that while the quantifier ‘eve

origin, the quantifier ‘much’ has several. Mo

of the forms is not according to areas, but in ‘leopard spots. Let us take for example
the Lombard area: the forms found are not homogeneous, but rather represent
several of the forms seen above: Lecco (Lombard) un bel pitt, Lonato (Eastern
Lombard) fes, Monno (Eastern Lombard) gran, Albosagg ’

: ia Bormio (Northern
Lombard) un bel po’, Sondalo, Grosio (Northern Lombard) bege.16

rything’ has a single etymological
reover, the geographical distribution
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4.3 Wh-items

The third example is provided by wh-elements, where we observe the same ety-
mological stability for the forms of some wh-words, while others vary much more,
without an apparent reason. For instance, the wh-item corresponding to ‘who’ is
extremely stable: the form is always the same modulo the phonological rules of
the dialect.

The form chi is attested in the majority of the dialects.

The form ci is attested in Illasi (Westérn Veneto), Livigno (Northern Lombard)
and Tassullo (Trentino), due to palatalization.

The form cui is attested in Friulian dialects and is due to diphtongization.

The form che is attested in Chioggia, Frontale di Sondalo, S. Leonardo and is due
to lowering of the vowel.

The situation of the wh-item corresponding to ‘where’ is very different. The vari-
ous forms found look like different morphemes that are realized or not according
to the dialect. Interestingly, the lexical variation is not random, but at least some of
the various formatives can be identified as functional elements (see Munaro and
Poletto (in prep.) for a detailed analysis of all the formatives that are part of the
wh-item ‘where in Northern Italian dialects).

The first formative is a preposition corresponding to ‘in, visible in the dialects
that have forms like the following (again, I quote here only some of the numerous
examples):!7 '

endo (Aldeno, Trentino) indula (Aquileia, Friulian) indunda (Borgomanero, East-
ern Piedmont).

The second formative that can be identified inside the word ‘where’ corresponds
to the complementizer che/ca: engleca (Albosaggia, Northern Lombard), olache
(Campitello di Fassa, Rhaetoromance).

The third formative is a locative tonic form ‘there’ Ig, visible in Friulian dialects,
which generally do not have a clitic counterpart for the locative, while other
Northern Italian dialects do: uld (Andreis) dula (S. Michele) indula Aquileia,
daula (Barcis).

The fourth formative is the morpheme d- visible in some of the cases reported
above as well as in: onde (Calalzo), dove (central Veneto).

The last formative is the copula, which is rarer, but reported in Piedmontese and
Veneto dialects: andé (Cirvoi, Tignes d’Alpago) anté (Poirino, Piedmont).



Again, we conclude that lexical variation concentrates o
sparing others, and that this phenomenon cuts acr

quantifiers and wh-items. In Section 5 I will tr
possible solution of the puzzle.

nto some elements while
oss classes like modal verbs,
¥ to provide some suggestions for a

5. Lexical and syntactic complexity

In the previous sections we have seen that there is no reason to believe that micro-
variation is qualitatively different from macro-variation, as the span of possible
structures that can be found is essentially the same. In this sense, van Koppen
. (2011) is right in her hypothesis that the range of possible syntactic structures
found concerning, for instance, the realization of subjects is the same found in a
dialectal area (she uses the Dutch dialects as the empirical field on which she tests
her claim, I replicated her findings with Italian examples here) or across distant
languages. However, the fact that statistically dialects concentrate on a much more
limited range of variation (and for instance agglutinative morphology is much
rarer in the Italian domain than inflectional morphology, or OV orders are gener-
ally much less widespread, though possible, than VO) is also true and has to be
taken into account. The present generative theory of syntax, taken in its minimal-
ist or cartographic realizations, does not permit encoding of statistical facts into
the syntactic principles themselves, and most probably correctly s0.!8 Therefore,
we have two main problems to deal with: '

a.  On the one hand, the lack of variation that we find across dialects,
indeed for the vast majority very similar grammars.
b.  On the other hand, the fact that in principle we can find the same type of

variation found across distant languages, though it is distributed statistically
in a different way. All possibilities exist, b

cases or in a very limited fashion.

which have

utsome are realized only in very few

In order to solve the first problem,

we could resort to ideas about linguistic change
that have been circulating in the r

ecent literature: some authors (see recent work
by Longobardi and Guardiano, 2009; Bortolussi et al., 2011) have tried to develop

the idea that there are ‘Clusters of parameters; in the sense that the setting of one
parameter causes automatically a given value of other parameters. Although this
view is definitely worth exploring, and probably correct for several clusters of phe-
nomena," I think that much of the lack of variation we see in dialectal areas is due
to a different mechanism, namely the persistence of lexical and categorial proper-
ties of the elements which realize functional heads. This is the only way to explain
why dialects of the same area still develop similar strategies which have nothing
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to do with the standard language as we have seen to be the case for French and
talian dialects. _ .

Nor;}fl:;l: Is,g'rzzlmmaticalization process that turns a lexical ite.m int(.) ?'1 func’aor;lal
one still retains some of the basic properties of the element itself, it is flear ,w y
dialects move in the same direction: they change according to the same p-ath, b?—
cause the element that realizes a given functional head s.till keeps some (of }ts bz;mfct
properties (be it the complementizer in main interrogajuves or the verb .be ?n c.e
constructions or any other functional head). This implies that grammatlcahz.atlon
processes have a very heavy inertial weight to carry with_ them. Not' only is the
(semantic, phonological and syntactic) impoverishment important 11.1 I.angtllag-e
change, but so are the formal properties that remain constant of the original lexi-
cal element selected to spell out a given functional head. .

If dialectal variation were to be explained within a theory that for'mahzes the
existence of ‘clusters’ of parameters (see again Longobardi ;a;(l)d Guardiano, 2009),
we would expect no exceptions, hence no ‘rare phenomena,. l.mt the fact that we
do find the same range of variation also found in macro-variation tells us that pa-
rameter clustering is not responsible for the strange statistical effect found among
dialects, which are on the one hand very often so similar, but on the other can vary
as much as distant languages can. . '

The common syntactic basis of dialects is due to their common lexical basis,
and to the fact that elements that are used to spell out functional feature's keep
several of the original properties through time. Since parame_:ters‘ are co?celved as
formal properties of the functional lexicon (see the discussion in Section ZE‘;nd
for a formal approach to diachronic change Roberts and Roussou, 2003), the func-
tional lexicon plays an essential role in language variation. The whole approach to |
grammaticalization is actually based on this assumption. On the other 'hand, the
elements reinterpreted as functional originally belong to the non-functional Part
of the lexicon, and therefore, in the end also the non-functional part of the lexicon
matters or at least some of its original properties do. ' .

It is always possible that the functional lexicon varies, a8 a new ele‘ment is
selected to represent a functional head. At this pointvthe: special tYPe of leoparf:l
spots’ variation that we have noticed in the previogs section comes in hand)-f, as it
shows that within natural classes like wh-items, quantifiers and modals, variation
concentrates around some elements but not others.

The reason why this is so becomes clear if we consider the last example men-
tioned above, namely the one of the wh-item ‘where™: in this case \'Ne facea n?uch
greater variation, but at least some of the formatives used to lexi)cahze. the wh-item
are identifiable as prepositions, the complementizer, the verb ‘be, o)r'dlfferent types
of locative deictic elements. This shows that the element ‘where’ is made up by
a number of different formatives that spell out different features most probably



located on different functional projections, hence the semantics/syntax, morphol-
ogy of the element ‘where’ is more complex than the one of other wh-i
for instance ‘who In this light, T would like to propose that the type of variation we
have identified as ‘leopard spots’ concentrates precisely on those functional items
whose internal structure is actually more complex and that languages (and dia-
lects) can vary according to the number and the type of internal features/projec-
tions they can realize of a functional item like for instance a wh-item. I will not try
to technically develop this line of thought any further here for space reasons (see
on this Munaro and Poletto (in prep.)), but I will propose as a working hypothesis
the assumption that functional elements that are internally more complex are also
those that present a greater degree of lexical variation (with great etymological

oscillations, as we have seen) and this peculiar distribution in leopard spots in
dialectal areas.

tems, like

We can conclude that variation concentrates where the syntax and most proba-
bly the semantics are more complex; the more semantic features there are, the more
functional projections in the syntax, the more we will find different elements that
spell out different portions of a complex internal structure. Other elements which
have a less complex internal functional structure, because they are semantically less
complex, are more stable in the lexicon and do not present leopard spots variation.

This assumption can lead us to discover that elements that we believe prima
facie to be more complex, in fact are not. For instance, this could be the case of the
modal verb: one might wonder why a verb like ‘need’ should be more complex than
a verb like ‘want/will. However, Cattaneo (2009) has proposed that the verb mean-
ing ‘need’ in Italian dialects actually derives from a noun, the noun bisogno, and
that the noun enters the derivation as such and is incorporated into a null verb 2!

Other cases, which might seem implausible at first sight, might reveal an un-
expected internal complex structure at a closer scrutiny. In other words, what I
propose here is a new type of empirical research that capitalizes on the geographi-
cal distribution of forms to single out which elements might be more complex.

On the theoretical side, if the preliminary observations made here are correct,
we have a handle to understand why dialectal variation is the way it is and the
two problems mentioned above without having to embed statistics into grammar.
Given that dialects share the same lexicon (or a great portion thereof), the words
that can serve to spell out functional heads will only allow for a limited set of varia-
tions, as they tend to keep their original properties, and therefore behave alike;

even when the language changes, it changes through the same path. This solves -

the first problem, namely why dialects are often so similar to one another and also
why they change

in a similar way, often in a direction that is not similar to the one
of the standard language putting pressure on them.

Given that some functional items are internally complex, and contain several
pieces of information that can be spelled out in order to ‘represent’ the whole func-
tional element, it can happen that different dialects select different features (hence
a different lexicon) to spell out the whole functional item, an.d therefor? t}'ley can
vary as much as distant languages can. Whether all cases of @aleetal variation can
be reduced to this picture is an empirical question, that requires a I.Ot of .ﬁeld work
to be answered, and I will not attempt to do so here. The aim of this article was to
show that we should never overlook empirical facts, even statistical facts, because
they do not fit our theory of syntax. What odd facts can tell us 1s.. oft.en much more
than standard cases of language change, and a broader perspective is often ne.eded
to see where we have to aim at in our empirical research. On the 0'.[her hand, if t.he
line of thought I have proposed here is correct, etymology has still to be §0n51d-
ered as one of the basic tools for dialectological research.

Notes

1. See the seminal work of the Paduan group directed by Paola Beninca and carri'ed out through
the ASIt project, Atlante Sintattico d’Italia, and related activities from 1991 until today (http://
asis-cnr.unipd.it).

2. When not otherwise indicated, all the data presented in this article stem from the ASIt proj-
ect, whose questionnaires are only partially available online. To write this article I could also
profit from material as yet unpublished on the ASIt website.

3. Needless to say, I will take for granted the fact that there is no language internal diiference
between a dialect and a language in the sense that the degree of computational complexity of a
language and a dialect are similar. It is clear that dialects-do not undergo any pressure t(') stan-
dardization and (especially in the European domain) are subject to langu‘ag.e contact w1t}‘1 the
standard (whatever this might mean in terms of the internal system), but it is far from evident
that this influences the level of complexity of these varieties.

4. Dialectometry has been developed by H. Goebl and colleagues; among his vast product.ion
I quote here Goebl (2010) that seems to me the most relevant article with respect to the points
discussed here, but see also Goebl (1982) for the general framework of dialectometry.

5. Pellegrini’s work does not explicitly take into account syntactic variables, but some of his
morphological variables are indeed syntactic in more modern terms, like the existence of some
inflectional paradigms in the verbal and pronominal system.

6. She abstracts away from purely phonological or morphological distinctions, like tone, and
concentrates on the syntactic differences; I will follow her on this point.

7. An anonymous reviewer points out that Italian dialects do not display parasynthesis, tone
or ergative systems. Actually, D’Alessandro (2010) shows that Abruzzese dialects c?splay some
phenomena pertaining to the split ergative system. I think that what van Koppen points out here



,

is not the type of variation found in morphology, but only the syntactic distribution of subject
realization.

8. An anonymous reviewer points out that there are no cases of incorporation in Italian dia-
lects. Again, although this is evidently true, there are phenomena that lead us-to think that the
possibility of incorporation is not in principle excluded, it is only extremely rare: Longobardi
(1991) analyzes the behaviour of the noun casu ‘house/home in standard Ttalian and Italian

varieties and proposes that this is a case of incorporation of the noun into the position of the
determiner.

9. These examples have been provided by Laura Vanelli and are discussed from a theoretical
point of view in Poletto (2006). The phenomenon was first noted by Beninca (1994: 83 endnote 4).

10. Here I have glossed the unmarked -form of the masculine singular as [-agreement].

11. But see Mensching and Remberger (2011) for a treatment of dialectological variation in
minimalist terms.

12. The data I use come from the ASIt Project, see note 1.

13. As an anonymous reviewer pointed out, Sardinian is an exception, as it uses kerrere, derived
from Latin quaerere. Clearly, this is an exception to the generalization, but still, on a quantitative
basis, the verb corresponding to ‘want’ is much more stable than the one corresponding to ‘need’

14. The form literally means ‘there wants’ but ji is used, as all the others quoted here, in the
meaning of ‘need’

15. For a detailed analysis of this extension of volere ‘want/wish’ to a deontic meaning see Ben-
inca and Tortora (2009).

16. I'will not try to provide an etymological origin for all the various types found in the sample,
as this would imply a detailed analysis of each variant and would be a whole article by itself.

Munaro and Poletto (in prep.) are doing precisely this for the wh-item dove ‘where, but this

should clearly be attempted also for the quantifier ‘much’ I hope that the point concerning varia-
tion is clear although the single etymological origins and processes are not developed here.

17. We have highlighted the relevant morpheme within the form.

18. Thereisa longstanding debate between sociolinguists, who claim that optionality should be
embedded into grammatical principles and the generative approach, where optionality is not a
feature of human grammar per se: when we see optional phenomena, they are derived from the
coexistence of two distinct grammars, see Kroch (1989) for a proposal in this sense.

19. Itis one of the possible ways in which we could translate the old concept of ‘parameter’ from
the Government and Binding classical framework into newer theories.

20. As noted by an anonymous reviewer the theory of parameter clustering could include the
notion of fuzziness at the edges of the cluster. However, the two formal versions of a theory of
parameter clustering I am aware of (namely Baker, 1997; Longobardi and Guardiano, 2009) do
not formalize this notion, they are both conceived in a way in which rather the opposite hap-
pens, namely, the setting of a parameter determines automatically the setting of the parameters
related to it, as they are in a hierarchy. Until the theory of parameter finds a principled way to
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embed the notion of fuzziness (which probably means giving up or at least weakening the idea
of a hierarchy of parameters) the problem remains.

21. Cattaneo (2009:313) provides a complex structure for need in Bellinzonese, which I report
he.re For the detailed analysis and the discussion of the data I refer to Cattaneo (2009) chapter V.

(i) [Have Bisogn ] [DPpossessor [PP to [sc P [ ... eat [something ]]]]]
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From contrastive linguistics to linguistic

typology*

Johan van der Auwera
University of Antwerp (Belgium)

The paper looks back at Hawkins (1986), A comparative typology of English and
German, and shows, on the basis of raising and human impersonal Pronouns

in English, Dutch and German, that contrastive linguistics .can F)e v1.evxred as 1
pilot study in typology. It also pleads for doing the contrastive linguistics of three
languages rather than of two, not least because the third language can teach us
something about the other two.

Keywords: contrastive linguistics, typology, raising, human impersonal pronoun,
semantic map

1. Introduction

In the wake of Hawkins (1986), A comparative typology of English fznd. GerTm?n:
Unifying the contrasts, this paper makes a case for allo“.rmg 'cont’ra.stlve hnguisucs’
the role of pilot typology. It also sketches how ‘contrastive linguistics as t}jpo ogy
has to meet the standards of both contrastive linguistics and typology and it pleads
for doing more contrastive linguistics with three languages rather than two.

2. Contrastive linguistics as pilot typology

One way of comparing the current state of two fields is to comp'are.what pr‘acti—
tioners of these fields did at recent, important, and representative ?nternatlonal
conferences specifically devoted to these fields. I believe that the Sixth Interna-
tional Contrastive Linguistics Conference held in Berlin in September 2910 and
the 8th International Conference of Linguistic Typology held in Berkeley in 2009
are such conferences. At the Berlin Contrastive Linguistics Conference, there was
a pronounced preference for studying issues particular to two languages, rather



