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ABSTRACT

When the size of a dataset becomes so massive that its ma-
nipulation and management present significant challenges,
we are facing one of the many problems of the so-called Big
Data paradigm which requires new studies and interpreta-
tion methods. The availability of large text collections for
the research field of Linguistics has increased significantly
in the last years. This rapid development has gone hand
in hand with an expansion of the scope of the theories and
collaborations with e.g. historical linguistics, dialectologists,
sociolinguists, and psycholinguists. However, large linguistic
databases may be problematic in terms of representativeness
and accuracy of the data. In this paper, we introduce some
of the issues which have been raised in recent workshops and
conferences and discuss new problems and a new interactive
visualization of large linguistic datasets that may have a sig-
nificant impact in this research field.
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1. INTRODUCTION

Since the beginning of 2010, the European Commission
has given indications for the requirements of the right con-
ditions for proceeding with digitisation, online accessibil-
ity and the preservation of cultural content. The Commis-
sion’s Recommendation of October 27th 2011 on the digitisa-
tion and online accessibility of cultural material and digital
preservation' suggests to put in place solid plans for invest-
ments in digitisation and foster public-private partnerships
to share the costs of digitisation (recently estimated at 100
billion euros). To this end, we have witnessed a growth in
research and development projects that have explored the
best ways to preserve, enrich and open up our cultural her-
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itage.? Projects like Europeana® and CULTURA? are im-
portant points of entry to all this cultural wealth for both
the research community and private entrepreneurs who can
access a treasury of digitised content with which to develop
new services and products. Such projects offer a presenta-
tion of large datasets of European cultural heritage online
by offering an environment in which artefacts can be ex-
plored in a way that adapts to individual users. Moreover,
the size of the datasets of these projects is given not only
by the number of digital objects available but also by the
additional information provided by both experts and non-
specialist users. For example, some digital libraries have an-
notation services are aimed at improving the interaction of
non-specialist users and general public with digital cultural
heritage content. The CULTURA project provudes annota-
tion functions that have been tested with different types of
users with the overall aim of generalising the approach to di-
verse document collections and not only the area of cultural
heritage.) [4]

Such huge collections create a digital resource of immense
size, complexity and value. Pymm and others [18] discuss
how the management of these large digital collections can be
an opportunity in order to achieve the best outcomes for cul-
tural heritage collections. In fact, large volumes of data re-
quire innovative solutions to deliver benefits which may have
a significant impact but present peculiar challenges like, for
example, the difficulty to re-use or share the data. In the
TELplus project, a targeted project funded by the European
Commission under the eContentplus Programme, an exten-
sive user study was carried out to gain insights about user
needs and preferences for the digital library services offered
by The European Library Web portal®. The analysis con-
ducted shed light on likely motivations for both participant
usage and reluctance to use the services provided, leading
to more informed decisions on how to refine, improve, and
present Web portal services to their future users. The lessons
learnt from this case study also contributed to the develop-
ment of an integrated methodological framework which pro-
vided insights for the future design and evaluation of dig-
ital library Web portals and services [5]. Moreover, some
of the knowledge and skills required to work with big vol-
umes of data can be seen as highly relevant for a wider cul-
tural heritage audience. This fact is confirmed by a survey

*https://ec.europa.eu/digital-single-market /en /news/
digitising-our-cultural-heritage
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where respondents of different university libraries defined
skills like information management, provenance, knowledge
description and organisation as important as data curation
skills and knowledge of research methods such as quantita-
tive methods and statistics [17].

A reconsideration of the research field in the era of big
data can be found also in the area of Digital Humanities.®
In this respect, large-scale corpora (for example, the hun-
dreds of millions of books of Google Books”) are in contin-
uous expansion and make these corpora significantly differ-
ent from finely selected dataset studied by humanities re-
searchers in a more traditional way. For example, Frederic
Kaplan describes the two opposing groups of Big Data Dig-
ital Humanists and Small Data Digital Humanists [15]. The
difference bewteen the two groups is not only in the volume
of the dataset but also in the processing methods and well-
bounded research questions. More interestingly, the funda-
mental questions that Kaplan suggests are: what can really
be extracted from these huge datasets and what interpre-
tations can be drawn based on these extractions? Can we
learn more by analyzing very large datasets than by studying
carefully selected material?

In this paper, we first present an overview of some issues
related to the use of Big Data in the area of Linguistics that
have been debated in workshops and conferences in the last
two years; then, we consider some initial requirements that
large linguistic databases should have in order to tackle some
of these issues; finally, we discuss a set of possible interactive
visualization approaches of large datasets that may have an
impact in this research field.

2. BIG DATA IN LINGUISTICS

The availability of large text collections for the research
field of Linguistics has increased significantly in the last
years. Researchers have turned their attention to large lin-
guistic databases and corpora of all kinds, to experimen-
tal results, and to many other types of data sources. This
development went hand in hand with an expansion of the
scope of the theories, and collaborations with e.g. histori-
cal linguistics, dialectologists, sociolinguists, and psycholin-
guists. 8 These linguistic databases open new opportunities
for linguistic research, but they may be problematic in terms
of representativeness and accuracy of the data. In the last
two years, the debate about the impact of Big Data in this
research fields has shown two different points of view: on
the one hand, we have researchers who are aware of the
challenges that the creation and use of big data for linguis-
tics poses, but they are mainly positive about it given the
benefits that these datasets can provide, i.e. new kinds of
evidence about pragmatic, sociolinguistic and even syntactic
aspects of linguistic events.® For example, professor Liber-
man observes that!°

“we can now study linguistic patterns in space,
time, and cultural context, on a scale three to

Shttp://journal.frontiersin.org/article/10.3389/fdigh.2015.
00001 /full
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six orders of magnitude greater than in the past,
and simultaneously in much greater detail than
before. [...] Of course, our observations may
not be correct or general, because they depend
on counting things in specific datasets with spe-
cific characteristics. But the same problem exists
even more seriously for the answers we get from
any other methods. And as long as we have data
from a variety of different settings [...] it is easy
to check the generality of our results.”

The idea is to use these mega-corpora with judgement be-
cause they can be crucial in understanding languages and
language variation. It is important to understand whether
and how these data correlate with data from more carefully
constructed, balanced corpora [12]. In 2013, an interest-
ing discussion about the Global Lexicostatistical Database
(GLD)! took place in a conference at Max-Planck-Institut
about “Historicizing Big Data”.'? 1In particular, [16] pre-
sented this big data stage as a continuity rather than a rup-
ture in the research field. She showed that theory is also
built into the database infrastructure of contemporary lin-
guistics research in the GLD and, while this collaborative
online database is new, it brings together two century-old,
formerly competing traditions in linguistics. One year after,
in 2014, a panel of the Joint British Academy and Philolog-
ical Society'® discussed some fundamental questions about
how the results of traditional scholarship can be integrated
with those derived by digital methods as well as how we can
measure the impact of such challenges on diverse areas of
language-study.

On the other hand, we have other researchers who have
a critical positions towards the use of Big Data. In 2016,
the main focus of a workshop at the Meertens Institute was
about dealing with bad data in linguistic theory.!* The par-
ticipants debated about different classes of problems that
big data may have on linguistics research, such as incom-
plete data, noisy data, one-sided data, and conflicting data.
For example, [11] showed that very large dataset are po-
tentially very useful to improve our understanding of some
linguistic theoretical analysis, but at the same time there
are important reasons to consider that are in part comple-
mentary to the ones already mentioned, i.e. missing data,
different methodologies, different frequencies, and different
systems. Therefore, it becomes crucial to understand to
what extent which of these properties has an impact on any
theoretical conclusions that can be drawn from this data set.

3. REQUIREMENTS FOR LARGE GEOLIN-
GUISTICS DATABASES

Research in language variation allows linguists to under-
stand the fundamental principles that underlie language sys-
tems and grammatical changes in time and space. Geolin-
guistics is an interdisciplinary field that aims at mapping the

" The major goal of this project is to put together and make
available, for specialists and the general public alike, the
most complete and thoroughly annotated collection of basic
wordlists of the world’s language

2https:/ /www.mpiwg-berlin.mpg.de/en/research/projects/
deptii\_kaplan\_reconstruction
Bhttp://www.britac.ac.uk/events/2014/Language_
Linguistics_Data_Explosion.cfm
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geographical distribution of phenomena which are mainly
due to processes of grammatical principled changes [14]. In
this context, the linguistic atlas has proved to be a vital
tool and product of geolinguistics since the earliest stages of
the field, and it has provided a stage for the incorporation
of modern GIS. In the last two decades, several large-scale
databases of linguistic material of various types have been
developed worldwide [9].

One of the basic problems we have to deal with geolinguis-
tic databases data is related to the qualitatively and quanti-
tatively different types of data that have to be classified and
retrieved [6]. A geolinguistic database with the function of
the traditional linguistic atlases contains a variety of data
that are beyond the simple linguistic information (for exam-
ple, geographic locations, the type of inquiries adopted to
gather the data, the speakers who have delivered the data,
and so on), all of them being relevant to the geolinguistic
analysis.

The interaction between linguistic and geographical infor-
mation becomes crucial in situations when a given linguistic
phenomenon is found in the same geographical area as an-
other, or the two linguistic phenomena are in geographically
disjunct areas, or the area of the first implies the area of
the second. The visualization of the geographic distribu-
tion of these phenomena represents precious information for
the linguist and should be immediately retrievable from the
interface. Another important facet for the geolinguistic re-
search concerns the test subjects used to gather the data
on the field. They might provide input to investigate how
language changes over time in a given geographical space.
Since the data to be combined are of different origin and are
to be classified according to different parameters, a careful
planning of the structure of the database as well as the inter-
active visualization is necessary to develop a system which
has the properties of durability and wide usage among re-
searchers that justify such an expensive enterprise.

3.1 New insights through linguistic maps

Big linguistic enterprises, like data bases, atlases and all
sorts of corpora, always contain a certain amount of “noise”.
They are by definition always both incomplete and inac-
curate when the linguistic hypothesis we want to test is al-
ready very detailed and precise. On the other hand, data are
also incomplete even when we adopt a qualitative procedure
which investigates a smaller subset of data. For instance,
Buchstaller and Corrigan in[10] show that the results we
can obtain also depend of the type of task the test subjects
have been asked to perform, and that the best policy is not
only to control for all possible factors intervening in the ex-
periment we are performing, but also to combine different
tasks to single out stable linguistic generalizations that are
not prone to be simple task effects. This means that the
amount of data we are considering is irrelevant with respect
to the problem of how complete and reliable our data set
can be. Since data are always inevitably incomplete, what
we have to do is develop new strategies to compensate for
the inaccuracy and incompleteness of the data. In this re-
spect, it can be useful to consider some strategies that can
help us to find out interesting theoretical clues even in data
that provide by definition a coarse-grained picture of the
linguistic reality. If it is true that big data is never precise
enough for a very detailed hypothesis, we can still try to ex-
ploit the peculiarity of a blurred but very big image to single

out the general outlines of the linguistic panorama, which
would remain otherwise uncovered. In this way, using big
data mining can nicely complement our introspective type of
empirical evidence in the spirit of Buchstaller and Corrigan,
who suggest the combination of different test strategies. The
reason why big data are always too “noisy” is that we do not
treat them in the right way, i.e. the questions we ask are not
adapted to the type of evidence we have. The unavoidable
conclusion is that new strategies to represent and exploit
the data we have at our disposal have to be developed. The
general jest of the solution to the problem I will present is
the following: up to now we have only used big corpora to
look at the presence versus absence of a given phenomenon
X in a given language L and related it to other phenomena.

An innovative way to think about big data and tailor our
questions on the linguistic evidence provided by big data is
to consider the type of geographical variation itself as a clue
indicating different natural classes of linguistic phenomena.
It is possible to single out at least three distributional pat-
terns and determine to which type of phenomenon each type
of variation is related.

3.1.1 “Classic method”

The first “classic” method to be taken into account and
further developed with new technical representation tools
is the one adopted by geolinguists since the beginning of
the discipline, i.e. the one of comparing the geographical
distribution of different phenomena inside a genetically ho-
mogeneous linguistic area and consider the theoretical im-
port of different distributional patterns. In particular there
are three clearly identifiable distributional patterns that can
provide us with new insights into the linguistic system when
we consider the distribution of two phenomena. The two
phenomena can a) completely overlap, b) be in complemen-
tary distribution or c¢) one can be included into the other on a
linguistic map representing both of them. When they com-
pletely overlap, this can be interpreted as having the two
phenomena depend on a single abstract property. When
they are in complementary distribution, this means that
they occupy the same space inside the linguistic system,
i.e. they satisfy the same requirement. Complementary dis-
tribution thus means that two phenomena are alternative
checker of the same linguistic property, so that they exclude
each other. When one is included in the other, this can
be taken as an indication that the wider phenomenon par-
tially depends on a setting that also the smaller one shares,
but has additional requirements. In other terms, this could
mean that the phenomenon that is more largely represented
is a necessary but not sufficient condition for the occurrence
of the second. Hence, the pure geographical distribution of
co-varying phenomena can provide us with interesting clues
to interpret the data.

Although it was never really formalized, this type of method-
ology has been used by traditional dialectologists and is still
used today in formal frameworks and can be only be adopted
when we are comparing two phenomena and trying to estab-
lish whether they are intrinsically related or not. Still, the
distribution we find could only be by chance, but if we have
enough languages, the probability that we only have to do
with chance reduces progressively the bigger our sample is.
Which means, big data are a valuable source to linguistic
investigation, but they have better be really big.



3.1.2  “Leopard spots”

Another type of geographical distribution which can pro-
vide us with interesting observations that we would not be
able to see on the basis of a detailed qualitative investiga-
tion or even analyzing big data on the basis of other devices
that are not as visually immediately interpretable as maps
are. This type of distribution is called by traditional di-
alectologists “leopard spots” because the phenomenon under
study occurs precisely with an apparently random distri-
bution which however covers the whole area taken into ac-
count. This type of distribution is generally found when we
deal with a phenomenon that is only possible when a specific
complex constellation of factors is instantiated in the same
language. Since the phenomenon depends on several factors
that do not depend on each other in any sense (either im-
plication of exclusion), we find it only where all the factors
cluster together and this can happen in various points of the
area. The study of this type of variation can lead us to find
out exactly what the complex prerequisites are that lead to
the occurrence of the phenomenon under study. This spe-
cial type of distribution has been discovered in all areas that
include strictly genetically related languages, while it is not
found on linguistic maps treating languages which are very
different, for instance in linguistic typology. Since it is typi-
cal of microvariation and not macrovariation, it constitutes
a very powerful tool to pin down phenomena that depend
on complex clusters of often unrelated properties.

3.1.3 “Genetically” related languages

A third type of variational data that can be exploited
once it is set on a map, has to do with a very simple ob-
servation and has never been used up to now, although it
is actually very simple. It is possible to extract syntactic
and semantic observations from lexical data simply by look-
ing at the type and number of possible lexical forms for the
same element starting from a simple but rather strong hy-
pothesis: the index of lexical variation of a functional word
like auxiliaries, prepositions, pronouns etc. within a geneti-
cally related set of languages co-varies with the semantic and
syntactic complexity of the item itself. Therefore, a simple
count of the possible forms across the area considered gives
us information about the semantic/syntactic complexity of
the item we are investigating. This evidently only works
within a domain where all languages are genetically related,
i.e. where the original etymological set of possible elements
is constrained by the fact that all languages considered come
from the same source language (like for instance all Romance
languages share their major lexical endowment which comes
from Latin). This means that a rather simple count of the
possible lexical etymological sources used in a set of genet-
ically related languages gives us very precise indications of
the featural primitive components the functional element is
made up of. This is a tool that has never been tried out up
to now precisely because no one has ever thought of using
the massive amount of data we now have at our disposal in
this way.

4. DISCUSSION

This new way to think about big data and linguistics re-
quires some thoughts at different levels: the choice of the
type of visual interaction; an efficient data structure to store,
organize and retrieve linguistic data; an evaluation of the
implemented system.

The exploration of new visualization and interaction sys-
tems with a geographic map were presented in the ASIt
(Syntactic Atlas of Italy) project [3, 1, 2]. In Figure 1 and
Figure 2, we show two similar, but not identical, interfaces of
the same system that are actually used to search a linguistic
database with sentence tags or POS tags. The results on the
map can be explored and studied by a linguist in the way de-
scribed in Section 3.1.1. One of our proposals in this paper
is to extend this ‘classic’ view of linguistic data to more com-
plex interactions with the map, like overlapping two or more
maps with different level of transparency and, for example,
highlights the ‘leopard spots’ described in Section 3.1.2.

The second point is the study of the ‘right’ model and data
structure for large linguistic datasets. On the one hand, we
have the problem of designing systems that should give ac-
cess to digital objects that may be stored in different insti-
tutions, i.e archives and museums; therefore, the interoper-
ability among the Digital Library System which manage the
digital resources of these institutions is a key concern [7]. For
this purpose, the working group of open data in linguistics
has recently promoted the idea and definition of open data
in Linguistics and in particular to the use of Linked Open
Data (LOD) to implement it. The LOD paradigm refers to a
set of best practices for publishing data on the Web*® and it
is based on a standardized data model. In the ASIt project,
we have proposed a LOD approach for increasing the level
of interoperability of geolinguistic applications and the reuse
of the data. In particular, we defined an extensible ontol-
ogy for geolinguistic resources based on the common ground
defined by current European linguistic projects and we ap-
plied this ontology on top on a real linguistic dataset [13, 9].
Nevertheless, a study of the efficiency of the LOD approach
on very large dataset is still to be completed.

Last but not least, since the system we are trying to de-
velop requires interaction, interoperability and efficiency, we
need a validation of the system. In the CULTURA project,
for example, the IPSA system was evaluated by both expert
researchers and students in order to collect all the different
points of view of the users of a digital library, in its transi-
tion from an isolated archive to an archive fully immersed
in a new adaptive environment [8].

S. CONCLUSIONS

The traditional geolinguistic tool of linguistic maps, once
it is adapted to our new requirements or combining differ-
ent phenomena and representing them in the appropriate
way which should be immediately readable on the map, can
provide new and important indications to theoretically in-
terpret linguistic phenomena. This is only possible when
two conditions are met: the set of languages investigated is
genetically related and we are really dealing with big data.
These methods can also compensate with the inaccuracy of
the data, since they do not need to be very detailed for us
to gather an idea of the type of distributional pattern we
are dealing with. Evidently, this type of methodology is not
intended as a substitution of more traditional methods, but
complements other research methodologies in an integrated
view of research.

Yhttp:/ /www.w3.org/Designlssues/Linked Data.html
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